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Color constancy was studied by the method of comparing color samples under two different illuminants 
using a CRT color monitor. In addition to the classical approach in which one of the iRuminants is 
a (standard) white, we performed experiments in which the range of differential illumination was 
extended by using pairs of lights that were botl, colored. The stimulus pattern consisted of an array 
of thirty-five color samples (including five neutral samples) on a white background. A trichromatic 
illmninant-object interaction was simulated analogous to that resulting from illumination by three 
monochromatic lights. The test samples, as seen under “test” and “match” ilhnnination, were 
successively presented to the left and right eye (haploscopic matching). lhe data show systematic 
deviations from predictions on the basis of cone-specific normalization procedures like those 
incorporated in the Retinex algorithm and the von Kries transformation. The results can be described 
by a nonlinear response transformation that depends on two factors, receptor-specific 
sample/background contrast and the extent to which the ilhuninant stimulates the receptor system in 
question. The latter factor explains the deviations. These are mainly caused by the short-wave-sensitive 
system, as a consequence of the fact that this system can be more selectively stimulated than the other, 
spectrally less separated, cone systems. 

Color vision Color constancy Trichromatic reflectance Cone-specific contrast Nonlinear response 

INTRODUCTION 

Object colors are perceived as more or less constant, 
despite considerable variations in the color of the 
ambient light. This is the well-known phenomenon of 
color constancy, a subject with a long history, but still 
an area of many unresolved issues. The central problem 
of color constancy is usually cast into terms of how the 
visual system is capable of decomposing the product of 
illuminance x reflectance, that is, separating light from 
matter. Obviously, this is impossible when these two 
variables are spatially and temporally inseparable, as is 
the case for a homogeneous surface illuminated in a dark 
void. However, for a slightly more complex stimulus, it 
is already possible to develop models that, under certain 
constraints and assumptions, are capable of recovering 
surface reflectance (Buchsbaum, 1980; Dannemiller, 
1989; D’Zmura, 1992; D’Zmura & Lennie, 1986; 
Gershon & Jepson, 1989; Lee, 1986; Maloney & 
Wandell, 1986; Yuille, 1987). These computational 
models typically try to estimate the illuminant based on 
the image spatial context (e.g. Buchsbaum, 1980), and 
for that purpose require sampling responses over large 
retinal areas. Such mechanisms run into problems when 
confronted with rapid local changes in illumination. This 
problem has been addressed by Rubin and Richards 
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(1982) who discuss an operator that responds to edges 
that are most likely due to reflectance changes only, and 
hence, provides a means for discriminating light from 
material changes. 

A somewhat different approach to color constancy, 
not explicitly directed at estimating the illuminant is 
embodied in the well-known Retinex model(s) by Land 
and coworkers (e.g. Land, 1959, 1986a, b; McCann, 
1971; Land & McCann, McKee & Taylor, 1976). The 
Retinex model incorporates an algorithm that calculates 
lightness values within each cone system. It has been 
used for describing the results of the color constancy 
experiments by McCann et al. (1976). The results from 
a study by Creutzfeldt, Lange-Malecki and Dreyer 
(1990) were similarly analyzed in terms of receptor- 
specific inputs that are scaled before contributing to the 
trichromatic color signal. Actually, the principle under- 
lying the Retinex model is akin to a von Kries type 
recalibration (von Kries, 1905), as has been pointed out 
by various authors (e.g. Valberg 8z Lange-Malecki, 1990; 
Jameson & Hurvich, 1989). In the von Kries color 
transformation scheme the output of each receptor is 
recalibrated, so as to compensate for changes in the color 
signal elicited by a (perfect) white reflector. Insofar as 
this is a linear scaling relative to a (reference) white, such 
an adjustment implies responding to cone-specific light- 
ness. It can be shown that this is not a solution for 
complete color constancy (Worthey, 1985; Worthey & 
Brill, 1986; Brill 8z West, 1986). On the other hand, the 
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visual system does not exhibit perfect color constancy, so 
this actually could be consistent with the performance of 
a von Kries operator. 

There are many unresolved questions with regard to 
color constancy (cf. Jameson & Hurvich, 1989), which 
may at least partly be attributed to the fact that the 
results of most of the studies in this field are quantified 
in terms of CIE x, y chromaticity units, a rather indirect, 
and also incomplete measure (when luminance is not 
specified) of the physiological stimulus. Another major 
problem is methodology. Arend and Reeves (1986) have 
shown that there is quite a difference between matching 
on the basis of perception as opposed to recognition. 
That is, a particular sample may not exhibit color 
constancy (as judged by a color match), but may never- 
theless be correctly identified on the basis of various cues 
or inferences about how an illuminant may change the 
color of the sample in question. In our experiments the 
observers were instructed to base their matches on 
perceived color rather than recognition. We deliberately 
chose this approach since we were interested in isolating 
a purely sensory response, not (yet) influenced by what- 
ever cognitive cues the visual system might employ. 

In a precursor to this study, it could be shown that, 
under the conditions of the particular color constancy 
paradigm employed (to be discussed in Methods), 
cone-specific contrast (rather than absolute light input) 
provides the relevant signal for color perception 
(Walraven, Benzschawel, Rogowitz & Lucassen, 1991). 
However, in that same study it was also shown that the 
short-wave-sensitive (S-) cones did not quite fit such a 
simple scheme, a discrepancy that can also be inferred 
from other studies as well (McCann & Houston, 1983; 
Troost, Wei & de Weert, 1992). One of the purposes of 
the present study was to further explore the discrepant 
behavior of the S-cones. We thereto extended the range 
of differential stimulation by comparing not only white 
vs colored, but also colored vs colored illuminant con- 
ditions. The data thus obtained not only enabled us to 
better probe the short-wave system, but also to further 
test the validity of the hypothesis that color constancy 
is at least partly mediated by cone-specific contrast 
processing. 

METHODS 

Illuminant-object interaction 

The simulation of surface color on a CRT monitor 
requires generating screen luminances, Y,, Yo and Y, , 
that produce the same visual effect (i.e. the same XYZ 
tristimulus values) as that of the light reflected from the 
surface in question. The color of that light is determined 
by two variables, illumination and reflectance. The inter- 
action between these two variables can be computed if 
the emission and reflectance spectra involved have been 
defined, either for real lights and objects or synthetic 
stimuli. We chose for the latter type of stimuli, for 
reasons to be discussed at the end of this section. 

The illuminant-object interaction that we simulated 
was the same as that used in an earlier study (Walraven 

et al., 1991). The spectral interactions between light and 
matter are registered by few coefficients modulating the 
outputs of three light channels. This is illustrated in 
Fig. 1. In Fig. 1 three primary light channels are shown 
representing a red, green and blue luminance channel. 
The values Yi+ Yo, and Y,* denote the (reference) 
luminances required for producing white light. By 
introducing emission coefficients, aR, a, and aB, the 
white light can be changed into colored light. Surface 
reflectance is described by the (fixed) reflection 
coefficients, b,, bG and b,, that determine how much 
light a particular sample reflects within each luminance 
channel. So, for a given sample-illuminant combination, 
the reflected light, L,, is given by 

L,=aRb,Y,w+a,b,Y,w+a,b,Y,~. (1) 

The six coefficients in equation (1) are constant, for a 
particular combination of illuminant and surface 
sample. However, the constants are confounded in the 
product ai x 6, (i = R, G, B), just as light and matter are 
confounded in the wavelength product E(2.) x R(A) in 
the wavelength domain. 

The video implementation of the trichromatic prin- 
ciple described by equation (1) is achieved by letting Y, , 
Y, and YB correspond to the luminances of the red, 
green and blue light emitted by the RGB phosphors. 
That is, the visual stimulus is produced by the additive 
mixture of three monochrome images (red, green and 
blue), each of which varies in luminance only. The 
illuminant-object interaction that we created in this way 
can be best described as the video analog of the method 
used by McCann et al. (1976). In their study the test 
pattern, the well-known “Mondrian” pattern, was 
illuminated by three near-monochromatic lights. By 
varying the luminance ratio of these primary sources, a 
wide gamut of easily quantifiable colored illuminants 
could be created. The only difference with the stimuli 
used in the study of McCann et al. (1976) is that in their 
study each monochrome image was generated with 
near-monochromatic light (cf. Young, 1987). 

In order to compute trichromatic emission and reflec- 
tance coefficients for the illuminants and the test 

aavii, + aGYG, + aeYsw -w colored light 

aRbRYRw + %bGYCiw + aebeYs,-_,reflected light 

FIGURE 1. Diagram illustrating the principle of trichromatic light 
reflection. 



QUANTIFYING COLOR CONSTANCY 741 

samples, they were specified in CIE XYZ units (a normal 
procedure in CRT calorimetry). The procedure for 
computing the phosphor luminances Y,, Yo and Y, 
for producing specified X, Y, Z tristimulus values (and 
vice versa) are detailed in Appendix B. For a choice of 
test and illuminant colors the computation proceeds as 
follows: 

1. Transform X, Y, Z of the standard white illumi- 
nant into phosphor luminances. These are indi- 
cated as YR,, Yo, and Ya, in Fig. 1. 

2. Transform X, Y, Z of the (colored) illuminant 
into phosphor luminances YR,iII, Yo,ill and YB,i,, . 
Calculate the emission coefficients ai with 

ai = YiTi,, / Yiw i = R, G, B. (2) 

3. Transform X, Y, Z of a sample j under the 
standard white illuminant into phosphor lumi- 
nances YRJ, Yoj and YBj. Calculate the reflec- 
tion coefficients bi with 

bi = Yij/Y, i = R, G, B. (3) 

4. Compute the three phosphor luminances 
YR, Yo, YB of the light reflected from the 
sample according to Y, = aRbR Yk,, 
Yo = aG b, YG, and YB = uB bB YB, [equation (l)]. 

In Appendix A a numerical example is given of the 
various steps involved in computing phosphor CRT 
luminance for a particular sample/illuminant combi- 
nation. The matrix transformations from XYZ to 
YR Yo Y,, and vice versa, are detailed in Appendix B. 

The main advantage of using a trichromatic reflec- 
tance paradigm is that one is no longer constrained by 
the limited choice of tabulated spectra (in particular 
illuminant spectra). So, if one wants to explore a wide 
color gamut-as in this experiment-the stimuli can be 
freely chosen in the XYZ domain. The only restriction, 
common to all CRT applications in color vision, is 
imposed by the boundaries of the color space covered by 
the color monitor. 

Another, less obvious, advantage is that this method 
avoids the problem of illuminant metamerism (Worthey, 
1985; Worthey & Brill, 1986). This is observed when 
changes in illumination cause different colors to be 
registered as identical in the cone pigments (or vice 
versa). Such departures from color constancy cannot be 
removed by the visual system, and may thus obscure 
how the visual system deals with the more interesting, 
i.e. soluble, problems of color constancy. 

Finally, the trichromatic specification of reflectance 
and emission greatly simplifies the computation of the 
interaction between these two variables. This may not be 
of such importance for our relatively simple test pattern, 
but it does become a consideration for more complex or 
dynamic visual scenarios. 

Equipment 

A Hitachi 19 in. high resolution color monitor, driven 
by an 8-bit/gun video card of a Sun 31260 computer was 
used for presenting the stimulus pattern. With the aid of 

a SpectraScan PR-702AM spectroradiometer (which 
automatically converted spectral energy distributions 
into x, y, Y coordinates) and a Spectra Pritchard photo- 
meter (both from Photo Research), the standard 
procedure (e.g. Cowan, 1986) was used for the initial 
monitor calibration. Daily calibration checks were done 
with a simple recalibration algorithm, that was designed 
for use with the kind of stimuli to be discussed. The exact 
details of the algorithm are reported elsewhere (Lucassen 
& Walraven, 1990). In short, the purpose of the 
recalibration algorithm was to maintain accurate color 
reproduction, and to avoid the time consuming cali- 
bration measurements that are normally necessary 
whenever the contents of the displayed image are 
changed, or when a substantial amount of time (in the 
order of days) has elapsed since initial calibration. 
Before each trial a white reference stimulus was gener- 
ated on the display, with phosphor luminance settings 
(according to initial monitor calibration) required for 
producing the desired white CIE x, y, Y values. The 
actual x, y, Y values that appeared on the screen were 
measured with the spectroradiometer. This single 
measurement provided an estimate of the extent the 
monitor was out of calibration. From the measured 
X, y, Y values, three scale factors were derived (one for 
each color gun) that were used to calculate the new set 
of (scaled) input-output relations that determine, with 8 
bit/gun precision, the monitor’s light output. The 
recalibration algorithm enabled color reproduction with 
an average error of about 0.005 CIE x, y units (Lucassen 
& Walraven, 1990). 

A large viewing pyramidal box (blackened inside) with 
two viewing holes was placed in front of the monitor, so 
as to prevent the screen from illuminating the (dark) 
environment. At the 1 m viewing distance we used, the 
monitor’s screen subtended a maximum visual angle of 
20 x 16”. With the aid of a mechanical shutter, under the 
observer’s control, the left and right viewing hole could 
be alternately opened and closed in synchrony with the 
presentation of a test and a match pattern. In this way 
each pattern was only seen by either the left or the right 
eye. The two patterns were calculated to present a set of 
color samples illuminated successively by two different 
light sources. This method has been considered to be 
most satisfactory for studies on asymmetric matching 
(Eastman & Brecker, 1972). 

Stimulus 

Test samples. The stimulus pattern consisted of an 
array of 35 color samples displayed on a white surface. 
For the sake of simplicity, the latter was (arbitrarily) 
defined as an ideal white, reflecting 100% of the incident 
light. It could also be envisaged, of course, as reflecting, 
say, 50% in combination with an illuminant emitting 
twice as much light. The samples were presented as 
1.3 x 1.3” squares, with 1.3” mutual separation, resulting 
in the arrangement shown in Fig. 2. 

This is the same configuration as used in the study by 
Walraven et al. (1991), the precursor to the present one. 
Since the luminance of the background was always such 
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STIMULUS PATTERN 

L.3O 

19.5O 

FIGURE 2. Geometry of the stimulus pattern used for both test and 
match stimulus. The pattern is a computer simulation of 35 color 
samples (1.3” squares), displayed on a piece of white paper (grid). The 
whole pattern can be illuminated by various (simulated) light sources. 
The sample numbers correspond to those in Table 1, where the 

corresponding color specifications are given. 

that it simulated a 100% reflector, it had exactly the 
same luminance and color of the illuminant. The back- 
ground (grid) thus conveys the illuminance and exact 
color of the illuminant. The x, y chromaticities of the 35 
test samples are the x, y equivalents of a selection of 
Munsell samples under white light [Wyszecki and Stiles 
(1982) Table I (6.6.1)], and are plotted in Fig. 3. 

The specifications of the color samples are listed in 
Table 1. There are 30 chromatic and five achromatic 
samples. The x, y chromaticities of the chromatic 
samples were selected from three loci of equal Munsell 
Chroma (6,4 and 2) at Munsell Value 5. The luminance 
of the 30 chromatic samples was set to be consistent with 
50% of the luminance of the white light. The remaining 

0.6 - CIE 1931 G 

Y 

0.5 - 

0.4 - 

0.3 - 

0.2 - 

0.1 - 

0.1 0.2 0.3 0.4 0.5 0.6 
X 

FIGURE 3. Chromaticities (CIE x,y coordinates) of the color 
samples (Table l), under standard white illumination (RGB metamer 
of D,,, 12 cd/m2). The triangle encloses the chromaticity space covered 
by our color monitor. The set consists of 30 samples, with chromatic- 
ities evenly distributed over three loci of equal Munsell Chroma 
(S/6, S/4, 5/2), and five achromatic samples (represented as a single 

point in the center). 

five achromatic samples covered a luminance range 
representing reflectances of 10, 25, 50, 75 and 90%. For 
example, under our standard white light (the RGB 
metamer of D,,, 12cd/m2), the luminance of the chro- 
matic samples was 6 cd/m’, whereas the luminance of the 
achromatic samples was 1.2, 3, 6, 9 and 10.8 cd/m2, 
respectively. Strictly speaking the Munsell Color System 
does not allow for changing luminance separately from 
Munsell Value, since these are inextricably tied up with 
each other. Munsell Value 5, for instance, corresponds 
to a luminance factor of 19.77, i.e. about 20% reflection. 
However, the Munsell system enables selecting x, J 
equivalents to obtain a set of samples with chromaticities 
that are perceptually equi-distant (under white light) 
from the white point. The 50% reflectance was chosen in 
order to prevent the samples from appearing too dark. 
(In practical applications the Munsell chips are supposed 
to be displayed on a gray background of 20% reflectance.) 

The sample numbers in Table 1 correspond to the 
array numbers in Fig. 2. Although this arrangement of 
sample colors might look completely random, there is a 
reason for the given distribution. Each sample in the 
array has its complementary color of equal saturation in 
the position that is mirrored through the center patch 
(No. 18). During an experiment, this center patch is the 
point of interest, that being the locus for an interocular 
match in the haploscopic protocol (to be discussed 
henceforth.) In this way, the local color average over a 
few neighboring patches of this center is more or less 
balanced, resembling the global average. To reduce the 
effect of (uncontrolled) adaptation through eye move- 
ments outside the matching area, the most saturated 
background samples were allocated to the most 
peripheral positions of the test pattern. The rationale 
behind these precautions was to study the more or 
less isolated effect of illuminant changes, that is, with- 
out contamination of (possible) interactions between 
samples. We might possibly also have used a single 
homogeneous background, as has been argued by 
Valberg and Lange-Malecki (1990) but we had planned 
to treat that as a separate condition in later experiments. 

In order to be able to relate our experimental data to 
those obtained in the earlier study (Walraven et al., 
1991) we also used a stimulus pattern with only neutral 
samples (all 50% reflectance), except for the one in the 
center of the pattern. This pattern was used in order to 
keep one eye as neutrally adapted as possible. This was 
the eye in which the color of the central patch of the 
stimulus pattern was matched to the color of the corre- 
sponding sample, as seen by the other eye, under a 
different illuminant. The pattern with achromatic 
samples is called the “match pattern”, whereas the 
pattern with colored samples is referred to as the “test 
pattern”. This difference in test and match pattern was 
only used in the first series of experiments (see later 
Expt 1). In all other experiments the test and match 
pattern consisted of the same samples (same reflection 
properties), the illuminant being the only variable. 

Illuminants. Following the classical approach in color 
constancy, our first series of experiments involved 



QUANTIFYING COLOR CONSTANCY 743 

TABLE 1. Specification of the 30 chromatic and five achromatic samples of the stimulus pattern shown in Fig. 2 

CIE 1931 specification Reflection coefficient 

Sample in simulation Munsell chip 

number Y with same 

in Fig. 2 x Y (cd/m*) b, bo b, x> Y 

21 0.3243 0.2630 6.0 
12 0.3851 0.3039 6.0 
8 0.4299 0.3499 6.0 

14 0.4428 0.4128 6.0 
9 0.4072 0.4621 6.0 

15 0.3108 0.430 1 6.0 
24 0.2519 0.3587 6.0 
28 0.2234 0.2952 6.0 
22 0.2299 0.2548 6.0 
27 0.2686 0.2412 6.0 

4’ 0.2986 0.2699 6.0 
31* 0.3421 0.2954 6.0 
20* 0.3740 0.3220 6.0 
29* 0.3968 0.3614 6.0 
34* 0.3915 0.4057 6.0 
32* 0.3482 0.4097 6.0 

5* 0.2841 0.3628 6.0 
16* 0.2591 0.3246 6.0 
72 0.2493 0.2879 6.0 
2* 0.2662 0.2687 6.0 

25 0.3148 0.2986 6.0 
33 0.3332 0.3131 6.0 
17 0.3465 0.3278 6.0 

1 0.3546 0.3524 6.0 
6 0.3422 0.3648 6.0 

11 0.3110 0.3508 6.0 
3 0.2910 0.3310 6.0 

19 0.2796 0.3111 6.0 
35 0.2821 0.2966 6.0 
30 0.2959 0.2905 6.0 

23 0.3127 0.3290 1.2 
10 0.3127 0.3290 3.0 
18; 0.3127 0.3290 6.0 
26 0.3127 0.3290 9.0 
13 0.3127 0.3290 10.8 

0.85 0.34 0.76 10 P 516 
1.03 0.31 0.48 10 RP 5/6 
1.06 0.33 0.28 10 R 516 
0.87 0.42 0.13 10 YR 5/6 
0.57 0.53 0.08 10 Y 516 
0.24 0.62 0.24 10 GY 5/6 
0.10 0.64 0.49 10 G 5/6 
0.06 0.62 0.77 10 BG 5/6 
0.20 0.54 0.98 10 B 516 
0.55 0.42 0.99 10 PB 5/6 

0.64 0.42 0.77 5 P 514 
0.81 0.38 0.58 5 RP 514 
0.88 0.38 0.44 5 R 514 
0.84 0.41 0.29 5 YR 514 
0.66 0.48 0.20 5 Y 514 
0.45 0.55 0.24 5 GY 514 
0.25 0.60 0.43 5 G 514 
0.21 0.59 0.59 5 BG 514 
0.24 0.56 0.76 5 B 514 
0.42 0.49 0.83 5 PB 514 

0.62 0.44 0.61 10 P 512 
0.68 0.43 0.53 10 RP 512 
0.70 0.44 0.46 10 R 512 
0.65 0.46 0.37 10 YR 5/2 
0.55 0.50 0.35 10 Y 512 
0.42 0.54 0.43 10 GY 512 
0.37 0.54 0.52 10 G S/2 
0.36 0.53 0.61 10 BG 5/2 
0.42 0.50 0.67 10 B 512 
0.53 0.47 0.68 10 PB 512 

0.10 0.10 0.10 
0.25 0.25 0.25 
0.50 0.50 0.50 
0.75 0.75 0.75 
0.90 0.90 0.90 

- 

The samples are arranged in four blocks, the first three representing sets at decreasing levels of saturation (Munsell 
Chroma /6,/4,/2). All chromatic samples were presented as if reflecting 50% under white light (RGB metamer of 
D,,, 12 cd/m2). The fourth block contains the achromatic samples in the range l&90% reflectance. The 11 samples 
of the test set are indicated by an asterisk. 

comparing test sampels under white and colored light, 
respectively. The (colored) illuminants produced equal 
grid luminances (12 cd/m’) and equal Munsell Chroma 
(Chroma/6). The x,y, Y specification and emission co- 
efficients aR, a,, aB for these illuminants, including that 
of the white reference illuminant (RGB metamer of D,,), 
are presented in Table 2. As shown in Fig. 4, the 
chromaticities of the set of (equi-luminant) light sources 
form complementary pairs located on lines passing 
through the RGB primaries and the white point. The 
effect of a change from white to colored illumination is 
to shift the chromaticities of the color samples in the 
direction of that of the color of the illuminant. An 
example of such an illuminant-induced color shift of the 
test-pattern is shown in Fig. 5. These are the chroma- 
ticity coordinates of the illuminant-reflectance products 
as described above (Appendix A). The luminance of the 
chromatic samples was 6 cd/m* in white light. Under 
colored illumination, however, these samples may reflect 

more or less of the incident light, depending on the color 
of the illuminant. As a result, the sample luminances 
under colored illumination will no longer be the same. 
This interaction between light and sample color is 
correctly calculated by the reflectance model. 

In the experiments, two differently illuminated sets of 
color samples (like the ones shown in Fig. 4) were 
successively shown to the observer. In one of the illumi- 
nant conditions, the match condition, the observer could 
vary the color of the central patch of the stimulus pattern 
(shown in Fig. 2), to match it to the color of the corre- 
sponding test sample seen under the other illuminant 
(test condition). The two illuminants will be referred to 
as the “match illuminant” and the “test illuminant”, 
respectively. In studies on color constancy the match or 
reference illuminant is usually white. This is also the 
paradigm we used for our first series of experiments. 

In addition to the classical white vs colored illuminant 
comparison, we also compared a wide variety of colored 
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TABLE 2. CIE 1931 x, y chromaticities and luminance Y (at 100% grid reflectance) of the test illuminants (see also 
Fig. 4) 

Test 
illuminant 

CIE (193 1) specification Phosphor Emission coefficient 
luminances in simulation 

Y 
x Y (cd/m*) Ya *, Ya aa au aa 

W(hite) 0.313 0.329 12.0 2.85 8.11 1.04 1.00 1.00 1.00 
B(ed) 0.415 0.330 12.0 6.13 5.13 0.74 2.15 0.63 0.71 
G(reen) 0.313 0.432 12.0 1.41 10.11 0.49 0.49 1.25 0.47 
B(lue) 0.259 0.241 12.0 2.70 7.18 2.12 0.95 0.89 2.04 
Y(ellow) 0.410 0.460 12.0 3.37 8.46 0.17 1.18 1.04 0.16 
M(agenta) 0.310 0.256 12.0 4.47 5.80 1.72 1.57 0.72 1.65 
C(van) 0.227 0.308 12.0 0.30 10.22 1.47 0.11 1.26 1.41 

Also shown are the phosphor luminances Ya, Y,, Ya required for generating the x, y, Y specifications of these lights on 
our CRT (see Appendix B) and the emission coefficients aR, a,, a, used in the reflected light simulation. 

vs colored illuminant pairs. We were thus able to obtain 
a much larger range of differential chromatic stimulation 
than is possible with the classical white vs colored 
illuminant comparison. In total, with the inclusion of the 
six equi-luminant white vs colored pairs, we used 45 
different illuminant pairs. Among this set were combi- 
nations of the colored illuminants listed in Table 2 
w(ellow)/B(lue) for instance], and also illuminants with 
higher saturation. There is no need for presenting the 
specifications of all these lights. They were mainly 
selected for creating illuminants with predetermined 
cone input ratios. We were thus able to better distribute 
the illuminant pairs over the range of differential cone 
stimulation covered by the phosphors of our monitor. 
The assumptions and computations needed to convert 
phosphor luminance from the RGB domain to (relative) 
cone inputs in the LMS domain, are presented in 
Appendices B and C. 

Procedure 

After 5 min dark adaptation and a few more minutes 
for adapting to the average luminance of the test pattern 

0.6 

Y 

0.5 

I I I I I 1 I I 

- CIE 1931 
G 

0.1 0.2 0.3 0.4 0.5 0.6 

FIGURE 4. Chromaticities of the test illuminants, B(lue), C(yan), 
G(reen), Y(ellow), R(ed), M(agenta) and W(hite). The x, y coordinates 
of the colored lights are located on the Munsell S/6 Chroma line and 
represent lights that are perceptually eqti-distant from the white point. 

The corresponding chromaticities are listed in Table 2. 

(about lOcd/m*), the observer started the first presen- 
tation of the two illuminant conditions to be compared 
during a session. When viewing the test (left eye) and 
match pattern (right eye) the observer concentrated on 
the central patch. The latter, which could be controlled 
in the match pattern, was initially black. By pressing the 
space bar of the keyboard the observer could switch 
back and forth between test and match pattern. The 
color of the central patch was controlled by eight 
keys; four for increasing the luminance of the three 
RGB guns, either singly or in unison (brightness 
key), and another four keys for the opposite action. 
There were no restrictions on time, fixation and number 
of presentations. 

In the first series of experiments all measurements 
were replicated. Since the reproducibility of the matches 
was quite satisfactory, we concluded that there was no 
need to do the same for all of the remaining conditions. 
Moreover, since the effect of an illuminant-which is 
actually the variable of interest-is registered by eleven 
color matches, these can be considered as measurements 
of the same variable. The two authors, both with normal 
color vision, served as subjects (ML and JW). However, 
80% of the data was supplied by ML. The data of JW 
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X 

FIGURE 5. The same color samples as shown in Fig. 3, but now 
illuminated by green light. The samples are now centered around the 
chromaticity locus of the green illuminant, which coincides with that 

of the achromatic samples. 
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represent selected replications (or additions) evenly dis- 
tributed over the whole stimulus range covered by ML. 

Task 

The observers adjusted the central patch in the match 
pattern so as to make it exactly match the hue, satu- 
ration and brightness of the corresponding sample in the 
test pattern. They were free to use as many test/match 
alternations as were necessary to obtain a satisfactory 
match, but were instructed to divide the presentations 
roughly equally between the left and right eye. 

RESULTS 

In the pilot stage of this study, we did an experiment 
in which we made ~aploscopic) color matches without 
introducing a difference in illumination, the white versus 
white illuminant combination. We refer to this as the 
“trivial match” condition. It served to test the reliability 
of the method and also provided a check on possible 
interocular differences in chromatic sensitivity. No such 
differences were found for either observer. As for the 
precision of the haploscopic matching technique, the 
matches are less precise than what can be achieved in a 
(monocular) side by side comparison. We found an 
average error (for our particular set of eleven test colors) 
of &xv = 0.008, as computed with 

zlxy = & ,$ (Ax: + Ay:)l”. 
1-I 

(4) 

This is about a factor of 6 less precise than the average 
lower limit defined by the MacAdam ellipses in this 
region of CIE color space (Wyszecki & Stiles, 1982). 
However, considering the size of the effects we measured, 
this precision is more than sufhcient. 

The actual color constancy results were obtained in 
three different experiments. We varied the color of the 
test illuminant only (Expt l), the color of both the test 
and match i~uminant (Expt 2), and, as an extension of 
Expt 2, the luminance of the match illuminant (Expt 3). 
The data will first be presented in terms of CIE chroma- 
ticity coordinates, so as to enable comparison with 
results from other studies and/or analyses by other 
investigators. In our further analysis, to be presented 
after the Results section, we shall first transform the CIE 
units to units that are more directly related to receptor 
stimulation. 

Experiment 1: varying the color of the test illuminunt 

In this type of experiment, the six illuminants G(reen), 
Y(ellow), R(ed), M(agenta), Bflue) and C(yan), listed in 
Table 2, were used for illuminating the (colored) test 
pattern, whereas the white standard illuminant (W) was 
used to illuminate the neutral match pattern, i.e. the 
pattern consisting of only gray samples. We will denote 
the test/match illuminant combinations by writing G/W, 
Y/W, etc. The results of these six experimental con- 
ditions are shown in Fig. 6. Open squares represent the 
chromaticities of the color samples under the (colored) 
test illuminant, open circles those under the (white) 

match illuminant. The solid circles indicate the chro- 
maticities of the samples that the observer matched to 
the test samples. The chromaticities of the match 
samples, indicated by the hatched area, show a general 
tendency. to resemble those of the colors under white, 
rather than under colored illumination. Thus, the physi- 
cal color shift brought about by the change from white 
to colored illumination, is counteracted, in varying 
degrees, by the system’s mechanism mediating color 
constancy. If perfect color constancy had been achieved, 
the match and test pattern would not have appeared as 
different to the observer, thus obviating the need for 
adjusting the color of the match samples. Perfect color 
constancy corresponds to exactly overlapping hatched 
and open areas in Fig. 6. 

The com~nsatory color shift, along the line joining 
the chromaticities of the test illuminant and the white 
point, is mainly effective in procurring constancy of the 
neutral point, as is most strikingly shown in condition 
C/W in Fig. 6. In this case, the (cyan~ illuminant is 
located near the boundary of the monitor’s phosphor 
triangle (see Fig. 4). This implies that the contribution 
of the red phosphor primary is almost completely lost, 
a loss that the visual system fails to recover, despite its 
shift of the netural point. This example illustrates the 
kind of problems encountered when dealing with certain 
artificial light sources. Due to incomplete coverage of the 
spectrum (e.g. sodium lamps) color information may 
simply get lost in the illuminant-reflectance product in 
those parts of the spectrum not covered by the artificial 
illuminant, 

When trying to model the data shown in Fig. 6, it soon 
became clear that we needed a more extended stimulus 
range (in terms of interocular difference in illumination) 
if we were to adequately quantify the non~nea~ties 
involved. That called for a more rigorous illuminant 
change than could be achieved by just comparing 
colored vs white light. 

Experiment 2: varying the color of both the test and match 
illuminan t 

In this, and following experiments, the neutral samples 
of the match pattern were replaced by the same (colored) 
samples as used for the test pattern. Actually, there was 
no real need for doing so, since the matches were not 
systematically different. This is possibly due to the fact 
that the spatially averaged chromaticity of the stimulus 
pattern was not affected by the change. Still, we felt that 
the experiment was “cleaner” by manipulating just one 
variable, i.e. the color of the illuminant. 

In order to sample an adequate range over which color 
constancy could be measured were selected ten different 
illuminant pairs. Representative results, as obtained for 
the illuminant pairs B/G, C/Y, and Y/B, are shown in 
Fig. 7. For each of these three pairs, we also plotted the 
data that resulted from interchanging the test and match 
illuminants. The various symbols have the same meaning 
as in Fig. 6, except that the open circles now represent 
chromaticities of match samples as seen under colored, 
instead of under white light. 
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FIGURE 6. Data from Expt 1. The different plots relate to different combinations of test and match illumination. The six 
colored illuminants, listed in Table 2, were used for illuminating the test pattern, whereas the standard white ilhnninant (W) 
was used for illuminating the match pattern, thus producing the illuminant combinations G/W, Y/W, R/W, M/W, B/W and 
C/W. Each plot contains three sets of chromaticities. Open squares and circles indicate the chromaticities of the color samples 
under the test and match illuminants, respectively. Solid circles indicate the chromaticities of samples (under white light) that 
are matched by the observer to the corresponding samples seen under colored light. For clarity, area fill has been used to 
discriminate between test stimuli under colored light (dotted area) and their matches as made under white light (hatched area). 

Perfect color constancy would be indicated by superposition of hatched and open area. 

Judged by the criterion that perfect color constancy 
required that matched chromaticities coincide with chro- 
maticities of test samples under the match illuminant 
(superposed open and hatched areas), the results shown 
in Fig. 7 would seem to indicate that color constancy is 
much less effective in the conditions of Expt 2. However, 
the general pattern is actually not different from that 
observed before. What happens is that the matches now 
no longer represent the color of the samples as seen 
under white light, but those that are perceived under the 
colored light of the match condition. For example, in the 
B/G (test/match) condition, the achromatic test sample 
has the chromaticity of the blue illuminant, but will 
nevertheless be perceived as approximately white. 
Hence, it is matched by a sample that is rather greenish 
(see Fig. 7, condition B/G), simply because that is the 
sample that will appear as approximately white under 

the green match light. Perfect color constancy would still 
be indicated, as in Fig. 6, by matches that coincide 
with the sample chromaticities under the match 
illuminant. The increase in mismatch in these two-color 
combinations is due to the combined effect of having 
incomplete color constancy under both the test and 
match illuminant. 

Experiment 3: the efect of luminance 

The illuminants used in the two experiments described 
above varied in chromaticity but were fixed in luminance 
to produce a grid luminance of 12 cd/m’. In Expt 3 we 
repeated the B/Y, C/R and R/C experiments, but now 
with halved (6 cd/m’) and doubled (24 cd/m’) luminance 
of the match illuminant. The results showed-not 
surprisingly-that there was only a small effect of lumi- 
nance on the chromaticity matches. This is illustrated in 
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FIGURE 7. Data from Expt 2. The symbols and area fillers have the same meaning as in Fig. 6, except that the open circles 
now represent the chromaticities of matches made under colored instead of under white illumination. The left graphs show 
the results for the three illuminant combinations B/G, C/Y and Y/B, the graphs on the right relate to the conditions in which 
the role of “test” and “match” for these illuminant pairs was interchanged (G/B, Y/C, B/Y). Note that this results in quite 
different matching chromaticities. Perfmt color constancy would be indicated again by coinciding hatched and open areas. 

Fig. 8, which shows the results for the B/Y condition. a possible effect of luminance. The luminance settings of 
The results obtained in the other conditions were similar. the matches did indeed vary with the overall luminance 
The data plotted in Fig. 8 only relate to the purely level, but in such a way that luminance contrast (i.e. the 
chromatic aspect of the color matches. They do not show ratio of sample luminance and grid luminance) was 
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FIGURE 8. Example of data from Expt 3. Symbols and area fillers as in Figs 6 and 7. The experiment is identical to the B/Y 
condition in Expt 2 (see also Fig. 7), but now with the brightness of the match illuminant halved (left plot) or doubled (right 

plot). Note that these (overall) luminance changes hardly affect the chromaticities of the matching samples. 



748 MARCEL P. LUCASSEN and JAN WALRAVEN 

approximatley maintained. However, there was a small 
but systematic deviation from the constant contrast 
prediction. This is illustrated in Fig. 9, which shows the 
pooled results from the B/Y, C/R and R/C conditions. 

Figure 9 plots the luminance of the matching samples 
at three levels of illumination, producing grid lumi- 
nances of 6, 12 and 24 cd/m2, that match test samples 
under constant illumination (grid luminance of 
12 cd/m*). The dashed lines indicate the luminance that 
would be required for an exact contrast match of the test 
samples. Note that only in the condition where test and 
match pattern have the same grid luminance ( 12 cd/m’), 
the test and match contrasts are the same (open circles). 
When the illumination of the match pattern is increased, 
the samples have to be reduced in contrast, and vice 
versa. This means that an increase in illumination, while 
keeping contrast fixed, is nevertheless accompanied by a 
slight increase in brightness. 

The results of the three experiments can be qualitat- 
ively summarized as follows. 

Color constancy is manifested in a shift of the 
neutral point in the direction of the color of the 
match illuminant. If the latter is white, the shift 
is in that direction, thus printing the typical 
color constancy effect. 
When using a colored match illuminant, it is the 
color of that light that now sets the neutral 
point, causing a corresponding color shift of the 
matches. 
The shift in neutral point is hardly affected by a 
change in luminance, but brightness can only be 
maintained as long as contrast is more or less 
maintained. 

This summarizes the general trend of the data, but 
there is much left to be explained. It is still unclear what 
determines the varying degrees of color constancy ob- 
served from one condition to the other. What is needed 
is an analysis based on a more relevant stimulus rep- 
resentation. That is, a quantification of the stimulus in 
terms of units related to L-, M- and S-receptor inputs. 

DATA ANALYSIS 

In this section, we take a closer look at the data, but 
now expressed in a &it that may be assumed to provide 
a measure for the activation of the L-, M- and S- 
receptors. Boynton and Whitten (1972) already 
computed such a quantity (which they called ‘“effective 
troland”) by distributing troland values over receptor 
classes, in proportion to their relative sensitivities to the 
stimulus, The same approach was found to be useful for 

*The bulk of our data was obtained with constant overall luminance. 
(grid luminance 12cd/m’). In the presentations with doubled and 
halved grid luminance (Expt 3), direct observation of the pupil size, 
using a simple t&oratory device, indicated a maxima1 variation in 
the order of i5-20%. Considering that the effect of overalf 
~~~urnjnation changes is already so small (as shown in Expt 3), it is 
unlikely that correction for p@l size would have any effect on the 
outcome of the data analysis. 
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FIGURE 9. Comparison of the luminances of test and matching 
samples for illuminant combinations B/Y, C/R and R/C. The different 
symbols correspond to three levels of illumination. The test illuminant 
always produced a grid luminance of 12cd/m2, whereas ahe match 
illuminant produced grid Iuminances of 6cd/m2 (crosses), 12cd/mz 
(open circles) or 24cd/m’ (solid circies). The dashed lines show the 
predicted result if matches are based on the bang of contrast rather 
than luminance. The results show that the contrast of the matched 
sample is r&tivefy Iow compared to that of the test sample when 
~~I~rn~~a~~ by more light than the test sample, and relatively high 

when illuminated by less light than the test sample. 

analyzing gain mechanisms in chromatic adaptation 
(Walraven, 1981; Werner & Walraven, 1982). The 
troland value of a stimulus is, for a given pupil size, 
proportional to its luminance. Therefore, assuming pupil 
size to be of no consequence in our study* we shall use 
luminance as the basis for a quantity to be referred to 
as “receptor input” (cf. Appendix L)). It will be denoted 
by the symbol Q, and has the diction of cd/m2 per 
receptor (L, M, S). 

fn order to compute receptor inputs, the x,y, Y 
specifications of the test and match stimuli have to be 
transformed into relative L, M, S units. This transform- 
ation, given in Appendix C, is based upon the Vos- 
Walraven car? spectral sensitivities (Vos & Walraven, 
1971), as tabulated by Vos (1978), but normalized to 
yield equal quantum catches for the L-, M- and S- 
receptor at equal-energy white (Wakaven & Wetmr, 
1991). As an example, the resulting L, M, S values for 
the various illuminants (fisted in Table 2) are given in 
Table 3. Note from Table 3 that, by changing from white 
to a colored ill~minant, the change in L and M values 
is small compared to the change in S value, the latter 
ranging from about I to 8 cd/m*. This is due to the large 
overlap of the spectral sensitivities of the L- and M- 
cones, and the fact that the S-cone input can be quite 
independent of haminance (the luminance channel is 
virtually blind to the short-wave input, e.g. Eisner 8c 
MacLeod, 1980). Thus, if two colors are equi-luminant, 
their S values may differ considerably, whereas their L 
and 3& values will be highly correlated. This could mean 
that the S component is an irn~~ant mediator for 

signaling changes in color, and hence, a critical factor for 
testing models on color constancy. As wilt be discussed 
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TABLE 3. Cone input values (in cd/m* per receptor) of the 
test illuminants from Table 2 as produced by transforming 

their x. v. Y values according to eat&ions (Cl)-K3) 

Test 
illuminant L M s 

W(hite) 3.92 4.09 4.16 

R(ed) 4.21 3.41 2.95 
G(reen) 3.19 4.33 2.21 
B(lue) 3.82 4.20 7.85 
Y(ellow) 4.04 3.91 I .09 
M(agenta) 4.02 3.82 6.42 
C(vanj 3.63 4.63 5.76 

Selective cone input ~~/rn~ 

below, this is exactly what we found when trying to 
analyze our data in the context of the Retinex model. 

Comparison with Retinexlvon Kries theory 

From previous experience (Walraven et al., 1991), we 
expected that receptor-specific contrast may be at the 
root of color “constancy” (as measured in our exper- 
imental paradigm). We therefore decided to test to what 
extent the Retinex theory, which may be reduced to a 
contrast model, could be used to describe our data. 
Actually, the Retinex algorithm does not compute the 
local contrast ratio between a sample and its surround, 
but rather the contrast of a unit element (j) relative to 
a spatially averaged mean input (per receptor class). Of 
the various Retinex algorithms developed in the course 
of time, we used the version in which each color sample 
j is represented by a point in a color three-space, with 
coordinates I>;, Dy, I$, the so called ~esignutor~. These 
can be cakulated from 

DP=log 3 p=L M S 
J 

0 CP )’ 

where the superscript p denotes receptor class, QJ is a 
measure for the cone input of sample j and P is the 
geometric mean of cone input values in the visual scene 
(cf. Brainard & Wandell, 1986). Dividing QJ’ by the 
factor P is the principle of the von Kries coefficient law, 
b representing the coefficient, which acts to scale the 
receptor input. A so-called (complete) von Kries trans- 
formation-a practice used in illu~nation engin~~ng 
(to assess the effect of chromatic adaptation)--implies 
coefficients that produce color constancy for a standard 
white surface. This is equivalent to computing 0’ for 
such a neutral standard. 

Since P and QJ are both expressed in cd/m* per 
receptor, the ratio Q;/@’ is a measure for cone-specific 
reflectance. For the 100% reflecting standard white in 
our RGB world, G corresponds to Qc, and hence, 
reflectance is defined here as Q,p/Q:. Note, that this 
luminance ratio also defines the contrast between a 
sample and the (white) grid surrounding it. So, in our 
experiments cone-specific contrast and reflectance are 
actually the same. 

Assuming that, in our stimulus pattern (Fig. 2), a 
single patch (1.3” square) may be taken as representing 
one unit of area, the grid consists of (15 x 11) - 35 = 130 

units, whereas the color samples occupy 35 units (out of 
a total of 165). Thus, the value of i;p (for a given cone 
class) can be computed according to 

/ 7c \ 1,165 

j=l 
(6) 

where Q$ is the cone input of a unit that belongs to the 
grid, and subscript w refers to “white reflector”. Since we 
modeled the grid as a 100% reflector (which acts like a 
mirror facing a homogeneous illuminant), Qk actually 
represents the cone input value from the illuminant. For 
white light and a nominal sample reflectance of SO%, 
the average cone inputs become: CL = 0.86OQk, 
GM = 0.857Qv and Gs = 0.849Qt. In general, not con- 
sidering self-luminous surfaces, the spatially averaged 
(cone-specific) mean of a scene can always be expressed 
as a fraction tlP of the cone input values of the light 
source that illuminates the scene. (However, the fraction 
may be different for different illuminants.) The cone 
input value of each individual surface element (i), which 
we find in the numerator of the designator [equation (5)], 
may also be expressed as a fraction @ (reflection co- 
efficient) of the illuminant value Qt. Therefore, the 
designator reduces to 

D; = bog = dog = ~og~~~p) (7) 

which is independent of the overall illumination. Note 
that for tip = 1, the case for a 100% reflectance white, the 
designator represents receptor-specific reflectance. 

In Fig. 10, the experimental results from condition 
B/Y (see Fig. 7 also) are plotted together with the 
predicted chromaticities that follow from applying the 
Retinex model to the stimulus pattern (cf. Appendix E). 
It is clear from Fig. 10 that the Retinex model (crosses) 
does not predict the data (open circles) in this particular 
experimental condition. This is also the case, although 
usually less pronounced, for most of the other exper- 
imental conditions. Apparently, encoding color by 
taking the logarithm of a receptor-specific contrast ratio 
is not enough to account for the data. Walraven et al. 

+ retinex prediction 
0 data , 1 

0.2 obr. ML 
I 1 

0.2 0.3 0.4 0.5 
X 

FIGURE 10. Example of experimental dam (open circles) and their 
prediction on the basis of the Retinex model (crosses). The data 
represent the chromaticities of samples, under blue illumination that 
match the colors of the corresponding samples under yellow illumina- 

tion (condition B/Y). 
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(1991), who tested a (local) contrast explanation of 
color constancy, concluded that at least one other factor 
has to be introduced to describe the data. The results 
of their study indicate that the additional factor 
should be traced to the short-wave system. However, 
due to the smaller (differential) illumination range 
employed in that sutdy, the data were too limited for 
futher investigation of the missing factor. The present 
data, covering a much larger stimulus range, are better 
suited for that purpose. 

The second factor 

The need for a second (S-cone) factor can be best 
illustrated by plotting the data from a large set of 
experimental conditions (36 illuminant combinations) in 
a contrast ratio diagram for the S-receptor. This is shown 
in Fig. 11 (left panel). Along the (logarithmic) axes are 
plotted receptor-specific contrast ratios C’ and Cm 
defined by 

(8) 

where Qj is the S-cone input value of sample j, Qw is the 
S-cone input value of the surrounding stimulus grid, and 
superscripts t and m refer to test and match pattern, 
respectively. Since the grid is physically identical to the 
illuminant, these local contrast ratios also represent 
sample reflectances (in cone space). Figure 11 illustrates 
that the observed (approximate) color constancy does 
not merely exhibit contrast constancy, at least for the 
Scones. Perfect contrast constancy would result in data 
points located on the dashed line. By analyzing the 
data from each individual experimental condition 
(test/match illuminant pair) separately, we found that 
the S-cone behavior could be parameterized. This is 
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FIGURE 11. Comparison of receptor-specific contrast (S-cone sys- 
tem), for test and match samples (C’ and Cm). Contrast is defined as 
C = Q,/Q,. Left panel: pooled data from 36 experiments. Right panel: 
replotted data for experimental condition, B/Y (circles), W/W (tri- 
angles) and Y/W (squares). These data sets show that the variance 
observed in the pooled data is not due to noise, but can be attributed 
to an interaction between test/match contrast ratio (C/C”) and 

illuminant ratio (Q:/QE). See text for further explanation. 
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FIGURE 12. The coiefficient n, i.e. the slope of the lines used for 
fitting the S-cone data shown in Fig. 11, plotted as a function of the 

interocular illuminant ratio Qb/Qt 

illustrated in the right panel of Fig. 11 for conditions 
B/Y, W/W and Y/W (circles, triangles and squares, 
respectively), where the data points are fitted with a 
straight line (slope n), intersecting the dashed identity 
line at coordinates x = y = log(q). Hence, for each 
condition the data can be described by 

log(C”) - log(q) = n(log(C’) - log(q)) 

which reduces to 

(9) 

log(kC”) = Iz log(kC’) k = q - ‘. (10) 

The value of q varied only slightly and not systemati- 
cally between conditions. We obtained a mean value 
a = 0.23, hence k = 4.35. 

The next step is to find an expression for the remaining 
unknown in equation (IO), the coefficient M which rep- 
resents the slope of the functions shown in Fig. 11 (right 
panel). We found that n correlated, to a fair approxi- 
mation, with the interocular (S-cone) ratio QL/Q;. 
Since Qw is a measure for the cone input as produced by 
the grid ( = illuminant), the Qi/Q; ratio relates to the 
differential stimulation of the S-cones, as produced by 
the test and match illuminant, respectively. 

In order to describe-our data with a fixed value for k, 
i.e. its mean value k = 4.35, we computed for each 
condition the best fitting power function passing through 
the (average) point of intersection, as defined by k. We 
thus obtained for each condition a different value of n. 
These values, plotted as a function of Qk/Qr, are shown 
in Fig. 12. The two data sets, shown in Fig. 12, can both 
be approximated by the power function 

n = (QblQ3 (11) 

with 0 c r < 1. The best fits were obtained for r = 0.33 
(observer ML) and I = 0.20 (observer JW). One could 
speculate that a difference in macular pigmentation (JW 
is 25 yr older than ML), and hence a difference in 
effective S-cone input, might at least be partly respon- 
sible for this difference in the value of r. 
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Returning to equation (lo), we can now substitute 
z = 4.35 and specify n according to equation (11). One 
thus obtains 

log(4.35C”) = (Q~~Q~~ log(4.35C’) 

which can be rewritten as 

(12) 

(Q;)’ log(4.35P) = (Q;)‘log(4.35Ct). (13) 

The symmetry of equation (12) lends itself to a model in 
which the color signal depends on the two factors 
appearing at both sides of this equation. That is, a cone 
system response (R) that can be described (over the 
limited contrast range tested here) as 

RP 3 (Q;)’ log(4.35CY). (14) 

The factor CP, the receptor-specific sample contrast 
(here also reflectance), is also incorporated in the 
Retinex model [see the factor fip in equation (7)J. The 

factor QP,, the receptor input produced by the illumi- 
nant, is the second factor we were looking for. It is 
instructive to see what the improvement is when using 
equation (14) rather than equation (5) as basis for 
describing our data. 

Data predictions 

The expression given in equation (14) was derived on 
the basis of data relating to the S-cone input. Although 
equation (14) can also be applied to the L- and M-cone 
data, these do not provide a critical test for its validity. 
The reason for that is the large overlap of the L and M 
spectral sensitivities, This causes (Qy) and (Qi) to be 
fairly similar, even for the most extreme illuminant 
conditions in our experiment, and thus renders this 
variable to a factor that more ore less cancels out in 
equation (12). 

The data predictions are in terms of the quantity of 
Q’+“‘, the cone input that is required for the match 
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model and the response function described by equation (14). 
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sample j. The latter can be solved from equation (13) by 
defining test and match contrast (CPvm and Cpst) accord- 
ing to their definition given in equation (8). One thus 
obtains 

log~Q1..,=(gJlog(4.35~)+log(~) (15) 

with r taking the value 0.33 (for ML) or 0.20 (for JW). 
In Fig. 13, the comparison is shown between the predic- 
tions of the value of Qp” on the basis of our description, 
as given in equation (15), and the predictions according 
to the Retinex theory. The latter are obtained by 
equating the designators of the match sample to those of 
the corresponding test sample, i.e. 

D~“=Dp” p =L,M,S. (16) 

After expressing Df according to equation (5) one can 
derive 

QFm = QFt(@m/@t), (17) 

from which the predicted Qp’” can be obtained (for given 
QT’) after computing Gfirn and P’ with equation (6). 

Figure 13 is composed of nine graphs, each of which 
plots the predicted value of Qp’” on the abscissa and the 
actually obtained value of Qr”’ on the ordinate. Each 
horizontal triplet of panels (top, middle and bottom 
row) relates to a different prediction, separately specified 
for each receptor waveband L, M and S (panels left to 
right). The plotted points represent the complete set of 
data (495 in all), as obtained in 45 experimental con- 
ditions, in which the 11 different test samples were 
presented (and matched) under widely varying illumi- 
nants. Note that perfect model predictions would be 
indicated by data points appearing on the dashed line. 
The graphs in the top panel of Fig. 13 relate to the naive 
physical model in which the predicted values of the 
match are those that reproduce the test sample 
(QT” = Q;‘). So, this “model” denies any stimulus 
transformation based on more than just the local recep- 
tor input. As expected, the predictions thus obtained are 
at variance with the data. It is of interest though, that 
the deviations are most pronounced for the S-cone data. 

The graphs in the middle panel show the predicted 
values of Qj nrn on the basis of Retinex theory, as 
computed with equation (17). This clearly results in quite 
an improvement compared to the simple model 
predictions displayed in the top panel. However, the 
Retinex algorithm still exhibits some serious short- 
comings in describing the S-receptor’s behavior, and 

*Another difference between the Retinex algorithm and the response 
function is that the former depends on the geometric mean. 
However, the geometric mean can be expressed as a fraction a of 
the cone input of the illuminant, as shown in equation (7): 
F = ape”,. Since the contribution of the background in the 
computation of the geometric mean is large compared to that of the 
samples, the value czp will not be very different for two different 
illuminants. This means that, when substituted in the Retinex 
prediction equation (17), ap drops out of the equation. So, the 
prediction with the retinex algorithm reduces to a prediction on 
the basis of the contrast C”= Q;/Qt. 

there are also small deviations from the highest and the 
lowest predicted values for the L- and M-receptor. 

As shown in the previous section, the main difference* 
in color coding between the Retinex algorithm and the 
derived response function RP, is the factor (QP,)‘. The 
improvements upon the Retinex algorithm that can be 
achieved by including this factor, are shown in the 
bottom panel. For these graphs, we obtained correlation 
coefficients (p) of 0.960, 0.978 and 0.977 for L, M and 
S, respectively. This implies that equation (14) explains 
92.2, 95.6 and 95.4% of the associated data variance 
(p*). The improvement in data prediction when applying 
equation (15) rather than the Retinex prediction 
equation (17) can even be better appreciated in X, y 
chromaticity space (see Appendices for the computations 
in question). This is illustrated in Fig. 14, which repro- 
duces Fig. 10, but now with the added prediction based 
on equation (15). The result shown in Fig. 14 relate to 
an experimental condition that causes a rather extreme 
illuminant change within the S-waveband. As can be 
seen in Fig. 13, failures in the Retinex predictions are 
mainly confined to the short-wave system. Actually, this 
can also be observed in the data of the quantitative 
retinex studies, notably those of the study of McCann 
and Houston (1983). This is a consequence of the fact 
that the second factor, the factor not incorporated in the 
Retinex model, mainly comes to the fore in the S-cone 
response. This is to be expected, as will be explained in 
the Discussion, when considering the relatively eccentric 
position of the S-cone’s spectral window. 

DISCUSSION 

The results obtained in this study show that the 
human visual system does not achieve perfect color 
constancy. This is a common finding (e.g. Valberg & 
Lange-Malecki, 1990; Walraven et al., 1991; Tiplitz 
Blackwell & Buchsbaum, 1988a), even in conditions in 
which performance is boosted by allowing the subject to 
identify rather than match the test sample (Arend & 
Reeves, 1986). The extent to which color constancy fails 
is usually expressed in terms of a difference in CIE 

l response prediction 
+ retinex prediction 
o data 

0.2 I obs. ML 

0.2 0.3 0.4 0.5 
X 

FIGURE 14. Experimental data as obtained for the II(lue)/Y(ellow) 
condition (open circles), compared to the predictions on the basis of 
the Retinex algorithm (crosses) and the response function (solid circles) 

described by equation (14). 
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chromaticity coordinates (e.g. Arend, Reeves, Schirillo 
& Goldstein, 1991). However, this is only the first step 
in quantifying color constancy. What still has to be 
explained is what causes the observed departures from 
color constancy. 

As is shown by the x, y chromaticity plots of our data 
(Figs 6-Q color “constancy” varies quite a bit, and not 
very systematically, from one illuminant condition to the 
other. However, when analyzed in terms of receptor- 
specific contrast there seems to be a fairly simple 
mechanism underlying this apparent complexity: a non- 
linear response function [equation (14)], in which both 
(sample) contrast and illumination level are the input 
variables. The inclusion of the factor illumination in this 
function* implies that the color (contrast) signal is not 
independent of luminan~. While, this may seem an 
undesirable property for a system that is supposed to 
strive for color constancy, as has been pointed out by 
Jameson and Hurvich (1989), the visual system is likely 
to be designed to convey info~ation about invariant 
(reflectance) as well as varying (illumination) aspects of 
the visual stimulus. It is common experience, of course, 
that we can sense the level of illumination; we do so 
because of the absence of complete constancy. This is 
also confirmed by studies that show near perfect 
constancy of lightness-the achromatic manifestation 
of color constancy-but, at the same time, the lack of 
brightness constancy (e.g. Arend 2% Goldstein, 1987; 
Jacobsen & Gilchrist, 1988). 

Although equation (14) shows the single channel color 
response to depend on illumination level (et>, an overall 
change in light level may nevertheless result in a tripk 
channel color response, that signals a fairly constant 
chromaticity. This can be seen in Fig. 8, which shows 
that the observer’s matches (in terms of x, y ~hromaticity 
coordinates), are hardly affected by a change in illumina- 
tion level. To understand this (common) finding, one 
only has to assume that the visual system assigns color 
on the basis of the ratio of the cone channel outputs. It 
can be easily shown that equation (14) predicts that, for 
a given illuminant/sample condition, the channel output 
ratio will not be affected by illumination level. This 
invariance principle will be jeopardized, of course, when, 
somewhere in the neural pathway, response saturation 
sets in. If, for example, the cones are driven to their 
upper limit (as can be achieved with flashed lights), a 
fixed (maximum) response ratio will result, presumably 
the ratio that generates white, whatever the color of the 
stimulus in question (Walraven & Werner, 1991). 

The Retinex model predicts no effect of illumination 
level on perceived color. However, it does not account 
for the fact that we can nevertheless perceive changes in 
illumination level. Despite this weakness (which is 
common to most computational models}, the Retinex 
algorithm has turned out to be of great value for the 

*By illumination levei we mean absolute level of cone stimulation by 
the grid, which is a 100% reflector to the incident light. It is 
rePresented by the factor Qc, the cone-specific input for the grid 
(background). 

development of computational approaches to color con- 
stancy (Hurlbert, 1986) or as a “sparring partner” for 
more sophisticated approaches. When pitted against one 
of the most recently developed constancy algorithms, 
Crule (Forsyth, 1990), it was found that the Retinex still 
outperformed the latter (Forsyth, 1990), provided the 
average surface color was not chromatically biased by 
adding large colored borders to the stimulus pattern. For 
example, a surround biased towards red, would yield, 
according to the Retinex algorithm, a color shift in the 
direction of green. Actually, this is the kind of “mistake” 
the visual system might make as well (chromatic induc- 
tion). Nevertheless, the present results show that the 
Retinex can be significantly improved by introducing 
what we called the “second factor”, which causes the 
color signal to respond to ill~nation level. 

We noted already that the effect of the second factor 
is best observed in the S-cone data (see Fig. 13). This can 
be attributed to the fact that this variable, insofar as it 
is due to chromatic stimulus changes, is subject to 
stronger variation in the short-wave system than in the 
other two systems. This can be inferred from the three 
upper panels in Fig. 13. For these panels the horizontal 
scale gives the cone-specific inputs of all the 
sample/illuminant combinations. Note, that the range 
over which the (spectrally manipulated) input to the L- 
and M-cones varies, is much smaller than that of the 
S-cones. This is only partly due to the restrictions 
imposed by the RGB phosphors; rather, it reflects the 
large overlap of the L- and M-spectral sensitivities. It is 
thus impossible, at a fixed level of illumination, to 
substantially modulate the input to the L- and M- 
systems. In contradistinction, the S-cones, which are 
spectrally much more isolated, may be driven into nearly 
complete darkness, when the ill~inant mainly contains 
wavelengths beyond 540nm. It is for that reason, that 
the effect of the second factor mainly shows up in the 
S-cone response. 

The “first factor” of our color response function, 
receptor-specific contrast, is reminiscent of the lightness 
operator of the various Retinex models. However, it is 
important to recognize that the (local) contrast of a 
stimulus is not inva~ant since it covaries with the lumi- 
nance of the adjacent surround. Lightness, on the other 
hand, may be considered as the perceptual attribute that 
correlates with reflectance, which is defined as the ratio 
of the reflected flux to the incident flux. Obviously, a 
visual system that responds to reflectance, a physical 
invariant, stands a better chance to register a stable 
(object) world than a system that responds to contrast. 
Actually, the present data do not exclude the possibility 
that reflectance rather than contrast is the relevant 
variable that has to be entered into equation (14). Our 
stimulus pattern simulated samples surrounded by a 
100% reflecting grid, so the contrast of a sample relative 
to its surround, here also represents its reflectance (for 
the incident light in question). 

Nevertheless, following Shapley (19861, we hesitate to 
reject the more simple assumption that the visual system 
responds to (local) contrast rather than reflectance, at 
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least under the conditions of our (and most other) 
laboratory experiments. Contrast has already been 
identified as the determinant of achromatic color, or 
lightness (Wallach, 1948; Shapley, 1986), in particular 
for coplanar surfaces (Gilchrist, 1977; Schirillo, Reeves 
& Arend, 1990). The importance of local contrast has 
actually been acknowledged in the most recent version 
of the Retinex algorithm (Land, 1986b), by the added 
feature of “small aperture” sampling of the surface 
pattern. The need for doing so has been demonstrated in 
studies showing, contrary to the prediction of the earlier 
Retinex version, that the perception of a sample in a 
Mondrian configuration is mainly determined by adja- 
cent samples (Shapley, 1986; Creutzfeldt, Lange-Malecki 
& Wortmann, 1987; Valberg & Lange-Malecki, 1990; 
Tiplitz-Blackwell & Buchsbaum, 1988a, b). Many 
studies have also demonstrated the important role of 
local changes (edges) in the perception of color and 
brightness (e.g. Krauskopf, 1963; Arend, 1973; 
Walraven, 1973, 1977). 

Support for the assumption that the visual system 
responds to contrast rather than reflectance (in a 
“Mondrian world”) has been obtained by Walraven 
et al. (1991). In nearly the same experimental paradigm 
as in our study, a simulation was performed in which the 
grid was selectively illuminated with colored light 
whereas the samples were shown under white light. This 
configuration resembles the set-up for demonstrating the 
classical “colored-shadows” phenomenon, the samples 
being “shadowed” from the colored light source. Since 
only the grid was subjected to a change in color, the 
perceived color of the samples should have been truth- 
fully signaled by a system that records reflectance. 
Alternatively, a system that responds to contrast would 
not be able to do so, but instead, signal a color change 
consistent with the altered contrast between sample and 
surround. This was confirmed by the results, which 
showed the expected effect of chromatic induction, i.e. a 
shift of the samples towards a color complementary to 
the grid. It could be shown that, apart from the effect of 
the “second factor”, the color shift could be fully 
accounted for by assuming the color of a sample to be 
determined by its (receptor-specific) sample-surround 
contrast. This finding, which is corroborated by the 
results of Tiplitz-Blackwell and Buchsbaum (1988a, b), 
indicates that chromatic induction (simultaneous 
contrast) may be interpreted as the visual system’s 
misdirected attempt at color constancy (Walraven, 
Benzschawel & Rogowitz, 1989). Misdirected, because 
the colored grid illumination triggered a (contrast) 
response that “compensated” for colored light that was 
incident on the grid, but not on the test samples. 

The way in which contrast enters into our response 
function, that is, log(4.35Cp) (with Cp = Q,P/Q”,), raises 
questions as to the meaning of the logarithmic trans- 
formation and the coefficient 4.35. As for the latter, we 
are considering (and testing) the possibility that this 
factor is not constant but may depend on factors that 
were constant only in our experiments, i.e. a fixed spatial 
separation between the samples and a fixed nominal 

contrast (50% under white light). It is also possible that 
this factor represents an additive noise term; consider in 
this respect that log(4.35Cp) = log(Cp) + 0.64. At this 
stage, it would be premature to go into any further 
speculation. One should also keep in mind that we do 
not know, as yet, what contrast range can be successfully 
described by the response function, simply because the 
present study was concerned with the effect of illumina- 
tion, in which contrast was not the independent variable. 

As for the logarithmic transformation in our response 
function, this would be functional for any visual system 
that responds to contrast, the key to maintaining invari- 
ance of perception in conditions of varying illumination 
(cf. Walraven, Enroth-Cugell, Hood, MacLeod & 
Schnapf, 1990). This does not mean that we have to 
assume a “hard-wired” logarithmic transducer function, 
as has sometimes been proposed (e.g. Cornsweet & 
Pinsker, 1965; Kelly, 1969). All that is needed, is a fast 
proportional gain control (e.g. Koenderink, van de 
Grind & Bouman, 1971; Ullman & Schechtman, 1982; 
Hayhoe, Benimoff & Hood, 1987). It can be shown that 
the output of such a gain control mimics the effect of a 
logarithmic transducer function (Koenderink et al., 
1971). A proportional gain control receiving input 
described by a Naka-Rushton (Naka & Rushton, 1966) 
type (receptor) singal, has been found to provide 
accurate quantitative accounts for various adaptation 
phenomena (Walraven, 1980; Walraven & Valeton, 
1984). 

It is quite possible that there are essential factors 
missing in the response function reported here. This 
follows from the way in which the function was derived, 
namely, by assuming that the symmetrical equation 
described by equation (13), identifies (at either side of the 
identity sign) a complete response function. Clearly, this 
is not justified, since any transformation or adding of 
terms that cancel when applied to both sides of equation 
(13) will go undetected. Keeping this restriction in mind, 
there can be little doubt that contrast and illumination 
level, the two variables that account for about 95% of 
the variance of our data, represent major determinants 
of the visual system’s color response. It is of interest that 
these are also the two factors, that have been im- 
plemented (in essentially the same way as in our response 
function) in the color appearance model developed by 
Nayatani and co-workers (e.g. Nayatani, Takahama, 
Sobagaki & Hashimoto, 1990). That model was derived 
to account for results obtained by different authors, 
employing different experimental paradigms. 
Apparently, the stimulus variables that we found to be 
essential for describing the present data set are not 
specific for our particular visual test scenario, but can 
be identified in other studies as well. 

Although the present data can be accounted for by 
assuming only receptor specific processing, this does not 
mean that there would be no opponent processing 
involved as well. It is quite possible that, because of the 
way we analyzed the data, opponent processes have been 
“back projected” on receptor processes. Another possi- 
bility is that our experimental conditions do not 
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sufficiently probe processes at the opponent level. 
Results of experiments that are now in progress suggest 
that we may have to introduce luminance normalized 
contrast signals in our analysis. This implies a stage of 
separate chromaticity coding, disconnected from 
luminance contrast. 
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APPEAR A 

Rejected Light Simulaiian: a Numerical .%ample 

The foiio~n8 exampie dehneates the steps involved in the COG& 

metric ~~~~~~~j~~ of Hght refLection for the purpose of presentation cn 
a CRT. Ah numeric& vaiues that appear throughout this example, 
except those for chromaticities x and yr were rounded at the second 
decimal for simplicity. We consider the case of the first sample in 
Table t. That is, color 21 (a purple), displayed on a white background, 
and ihuminated by white [RGB metamer of J&s) and green iG) Rgh& 
respectivegy. The background is assumed to m8ect IO@%, and thus has 
the same color and lu~na~oe as the illum~~ant. The reflectance of this 
sample, like all chromatic samples, was set at 50% (under white light). 
The foiiowing specifications apply under white light (subscripts j and 
b refer to sampte and background, respectively): 

sample: xj = 0.3243 r, = 0.2630 U, = 6 cd/m’ 
background: xh = 0.3 13 >jb = 0.329 Y, = 12 cd/m2 

and under green ligkt: 

sample: ,x1 = ? y, = T Y, = ? cd/m2 
background: X, = 0.313 yh = 0.432 Y, = 12 cd/m?. 

The requested sample values under green light are deters by the 
following steps: 

Calculate the phosphor luminances (Y,, Y,. Y,) required for 
producing the specifted x,y, Y values of the sample and back- 
ground under white light, and the x,i; Y values of the 
background under green light, respectively, The transformation 
from .x,y, Y into Y,, Yo, Ya (for our CRT) is presented in 
Appendix B. Denote the resulting luminances by Ya,j etc., with 
subscript j or b referring to sample or background, respectively. 
This should result in: 

white light: YFc,j t= 2.42, Yo.j = 2.78, Y,,I = 0.80 
Ya.c ~2.85, Yo,b = 8.1 I, Ya,b = I .04 

green iight: Us., f 1.4I, Yo& = to, I 1) Y3.b = 0.49. 

The latter luminance values are the ones shown in Table 2 (line 3). 
Calculate the emission coefficients a, (i = R, G, B), associated 
with the change in illuminant color, according to equation (2), i.e. 
as = YR,I [green ~~~t)~Ya~, etc. Since the background is a XlO?& 
neutral rekct4x the subscript ill {far ~u~~~~~ and w @or 
white} can be replaced by b (for back~ound~. One thus obtains 
aR- 1,41/2.85==0,49, a,= lO.ll/S.ll = 1.25 and ua=O.49/ 
I.04 = 0.47 (these values also appear in Table 2, line 3). 
Calculate the cc&i&ems b, (i = R, G, B) according to equation 
f3), i.e. h, = Ya,/ (under white iight)/Ya~, etc. The phosphor 
luminances that create the standard white illuminant are 
Yaw = 2.85, Yo,, = 8.11 and “Y,, = 1.04. This yields b, = 2.42i 
2.85 = 0.85, sc = 2.78i8. t I = 0.34 and &, = @.80/t ‘04 = 0.77 (see 
a&o Table 1) 
Calculate the luminance of the (simulated) reflected light accord- 
ing to equation (I); 

I= I _ 19 + 3.45 + 0.38 = 5.02 cd!m’. 

With equation (B3), the three phosphor ~~rninan~s Ua - 1.19, 
Yo = 3.45, Ya = 9.38 of the reflected tight are transforms into 
X, = 4.47, Y, = 5.02, 2, = 4.84, hence X, = 0.3214, _v, = 0.3455. 
So, the requested values of the sample under green light are: 
xi = 0.32 $4, ,vj = 0.3455, Y, = 5.02 cd/m*. 

APPENDIX B 

Given the chromat~city coord~nai~ (x, v) and fuminance f Y) of the 
color to be displayed on a color monitor, the tirst step is to determine 
its tristimulus values X, Y, 2. The latter are given by X = (xjy)Y, 
Y = Yand Z ={z,j~t)Y, with z = I - x - 3’. The phosphor furninances 
Ya , Y, ) Y,, required for producing these tristimulus values are related 
by (e.g6 Sproson, 1983) 

X xR!h xd.% xBi.% 

i)i 

li;t 

Y=; 1 i 1 YG WI 

z %h %hG w3% ~~ YB 

where x, y and z are the phosphors’ chromaticity coordinates, and 
YE, f,, I$ and X, Y, Z are expressed in cd/m2. The phosphor chro- 
maticities of our monitor, as measured with a SpectraScan PR-702AM 
(Fhoto Research) s~troradjo~t~r, are @a,~~) = (0.632fi, @.3419), 
(xc, yo) = (0.3~5,0.5984) and (.+, ~a) = @.1459,0.0701), hence 
equation (51) becomes (matrix inversion) 

0.776 -0.380 -O.flI 

-- 0.785 1,399 fB3 
0.009 -0,019 
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The reverse transfo~ation from Ya, Yo. Ys to X, Y, Z, needed to 
transform the observer’s R, G, B settings into x, y, Y units (for our 
particular set of phosphor chromaticities), is given by 

~j=(~:~~ :I::, ~~~8~~~j. fB3) 

The values of x, y and Y are computed with x =X/(X + Y + Z), 
y=Y/(X+Y+Z)and Y=Y. 

APPENDIX C 

Tr~formatio~ from CIE x, y, Y to Cone L, M, S Units and i’ice Versa 

The first step in the transformation from CIE to cone space incorpor- 
ates Judd’s (1951) modification of the x, y chromaticities (cf. Vos, 
1978), to compensate for imperfections in the original CIE short 
wavelength region of the luminous efficiency function, v(n). This 
modification transforms x and y to slightly different chromaticities X’ 
and y’, The transformation is quantified by Vos (1978) as follows 

, 1.0271x - 0.00008y - 0.00009 

’ = 0.03845x + 0.01496~ + 1 (Cl) 

, 0.00376x + 1.0072y + 0.00764 

’ = 0.03845x-+O.O1496y + 1 C2) 

The modified tristimulus values X’, Y’, Z’ are then given by 
x’ = (x’/y’)Y’, Y’ = Y’ and 2’ = (z’/y’)Y’. 

In order to transform from tristimulus values to L, M, S receptor 
inputs, we used Vos-Walraven cone spectral sensitivity functions (Vos 
& Walraven, 1971), as tabulated by Vos (1978). Following Walraven 
and Werner (1991), we normalized the sensitivities of the receptor 
systems such that, the L-, M- and S-cones receive equal quantum 
catches at equal-energy white (x = y = 0.33). As a result the following 
matrix equation is obtained 

L 

~j~ 

0.0778 0.2722 -0.0186 X’ 

M = -0.1562 0.4569 0.0297 y’ . (C3) 

s 0 0 )ii 0.3315 Z’ 

Starting with known L, iw, S units, the modified X’, Y’, Z’ tristim- 
ulus values are computed with the inverse of equation (C3): 

X’ 

oi 

5.8746 -3.5001 0.6424 L 

Y’ = 1.9948 1 0.0221 M . (Cc41 
Z 0 0 ~j 3.0169 s 

The modified chromaticities, as determined by n’ = X’/(X’ + Y’ + Z’) 
and y’ = Y’/(X’ + Y’ + Z’), can be transformed to x, y by using the 
reverse equations of equations (Cl) and (C2): 

1.00709x + 0.~8~’ + 0.~9 
X= 

-0.03867x - 0.01537~’ + 1 SO3450 (C5) 

-0.00347x’ + 1.0271Oy’ - 0.00785 

’ = -0.03867x’ - O.O1537y’+ 1.03450’ (C6) 

In principle, one also requires a transformation for Y’+ Y. However, 
as long as stimuli are not located in the (far) blue comer of the CIE 
chromaticity diagram, one may safely assume Y = Y’. 

APPENDIX D 

A Unit for “Receptor Input” (cd/m2 Per Receptor) 

Estimating how the light entering the eye is (effectively) absorbed in 
the three classes of cones is still not possible without making a number 
of assumptions. At best, one can make an educated guess about how 
much absorbed quanta/second/cone correspond to a photopic or 
scotopic troland [see Boynton and Whitten (1972) for a discussion]. 
The troland unit, and hence, the unit of luminance (cd/m’), may thus 
provide a measure for quanta incident on the retina, but the effect of 
the quanta can only be traced to their integrated action, that is, their 
contribution to the luminance “channel”. The latter has an action 
spectrum, Y(l), that can be described as the envelope of the separate 
L-, M- and S-cone action spectra (after appropriate weig~ng). 

In order to obtain a unit that may provide a measure for the separate 
L-, M- and S-cone (luminous) inputs, we assume the stimulus energy 
(as registered in the quantities X, Y and 2) to be distributed over the 
cones according to the transformations given in equation (C3). The 
latter imply cone action spectra that are normalized-a still unresolved 
issue (Walraven & Werner, 1991t_so as to yield equal sensitivity at 
equal-energy white (for which X = Y = 2, and hence, x = y = 0.33). 
As a consequence, the contribution of the cone classes to (Judd- 
modified) luminance is given, as shown in equation (C4), by 
Y’ = 1.99f, + M + 0.02s. Even if the equal-energy no~ali~tion, 
which is not an uncommon one (e.g. Judd, 1951; Estbvez, 1979), would 
turn out to be incorrect, this would hardly affect the data. These are 
analyzed in terms of receptor-specific contrast, a quantity that does not 
change if a different contribution of the cone classes to luminance 
would have to be assumed. 

Given the above assumptions, the receptor input associated with a 
particular sample (Qj), measured in terms of cd/m’ per receptor (L, M 
or S), can be computed with quantities (C3). For example, a sample 
reflecting 12 cd/m2 white light, with chromaticity coordinates x = 0.313 
and y = 0.329, yields X’Y’Z’ quantities, expressed in cd/m*, of 
X’ = 11.3, Y’ = 12.0 and Z’ = 12.5. Using these values as input to 
equation (C3) produces receptor inputs (Q,) of L = 3.92, M = 4.09 and 
S = 4.15 cd/m2. 

APPENDIX E 

Data Predictions in Terms of CEE x, y Units 

Data on chromatic adaptation or color constancy are usually plotted 
in the 1931 CIE xy chromaticity diagram. Although this may not 
provide the best metric from an analytical point of view, it is quite 
useful for purposes of color specification. We did so for both obtained 
data (Figs 6-8) and an example of predicted data (Fig. 14). The 
obtained data are available in terms of Y,, Yo, Y,, luminances of the 
match samples (as set by the observer), and thus can be readily 
transformed to CIE units by employing equation (B3). 

As for the predicted data, either on the basis of the Retinex mode1 
[equation (1711 or the response we derived [equation (15)], one first has 
to compute the quantity Q,Pm, the receptor input for a given receptor 
class, associated with the match sample j. As discussed in Appendix D, 
Qf” is measured in cd/m2 per receptor. This implies that the predicted 
L-, M- and S-inputs can be transformed, using equation (~4), to x’, 
Y’ and Z’. The final step, the transformation from x’, y’ to x, y, is 
given by equations (C5) and (C6). 


